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ABSTRACT

The Karnik-Mendel algorithm computes the centroids of an Interval Type-2 Fuzzy Set, corresponding to the left and right endpoints of the interval centroid. According to Mendel and WU (2009), the computation of those endpoints, represent a bottleneck for interval type-2 fuzzy logic systems, and they proposed a more efficient algorithm called the Enhanced Karnik-Mendel algorithm (2009). In this paper, the monotony property of the centroids is proven, and a new algorithm is suggested based on this property and the aforementioned Enhanced Karnik-Mendel algorithm, that improves computation times when the number of rules is roughly less than 1,000.
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INTRODUCTION

The fuzzy logic systems (FLSs), and in particular Interval Type-2 (IT2) decision systems, IT2 neural networks have been used in diverse fields such as mobile robots control [1], time-series forecasting [2], Image Processing Applications [3], predicting ATM demands [4], surrogate model generation [5], and numerous other applications. A Type-2 FLS allows for a better modelling of the uncertainty than a Type-1 FLS, because it has a Footprint of Uncertainty (FOU) that gives it more degrees of freedom [6]. An Interval Type-2 Fuzzy Set (IT2 FS) is a simplified version of the general Type-2 FS where its grade of membership is a constant interval rather than a function. It has been shown that IT2 FLSs can outperform their Type-1 FLSs counterparts in a variety of fields, such as information processing, fuzzy control and decision-making [6]. The computation of the centroid of an IT2 FS, developed originally by Karnik and Mendel [7], provides a measure of the uncertainty of that FS and is later used for type reduction. This is also one of the most important computations for that FS.

The Karnik-Mendel algorithm involves a procedure for computing the centroid of an IT2 FS, corresponding to the determination of the left and right endpoints of the interval centroid and denoted by L and R (the switch points found by the KM algorithm). This is an iterative algorithm and represents a bottleneck for the overall performance of the FS. Wu and Mendel optimized the original algorithm in the Enhanced Karnik-Mendel (EKM) algorithm [8]. IT2 FSSs, and, in particular, fuzzy neural networks (also called neuro-fuzzy system), are composed of an Input Layer, a Fuzzification Layer, an Inference Layer (where the T-norm is applied), a Type-Reduction Layer and an Output Layer. In this work, proof that the centroid calculation function is a monotonic function is shown, and the EKM algorithm is presented, to then show a new alternative for calculating the centroid, based on the prior. Lastly, a comparison is done between the KM algorithm, the EKM algorithm and the alternative algorithm showing the improvement obtained by the new algorithm. This paper is organized as follows: first, the Karnik and Mendel solution for the discrete case and their algorithm are presented, and then a property of monotonicity of the centroid functions and a simplification of the criteria used in the algorithm are shown. After that, an alternative algorithm based on those properties is set up, and at the end, a comparison of both algorithms is carried out.

Karnik-mendel discrete version of centroid: Karnik and Mendel proved that when calculating the type-reduction of an IT2 FS, the centroids \( c_L \) and \( c_R \) can be computed from the lower and upper membership function \( \hat{A}(L) \) and \( \hat{A}(R) \) of a given Fuzzy Set \( \hat{A} \) using the following equations:

\[
\begin{align*}
C_L &= \min_k C_L(k) = \min_{L \in \mathbb{N}} \text{centroid}(\hat{A}(L)) \\
C_R &= \max_k C_R(k) = \max_{R \in \mathbb{N}} \text{centroid}(\hat{A}(R))
\end{align*}
\]

Where
In the case of a fuzzy neural network, \( \bar{I}_i, I_j \in [0,1] \) represent the grade of membership of \( x_i, x_j \in \mathbb{R} \), and \( \bar{w}_i \) respectively \( w_j \) are their associated weights, whereas \( L \) is the switch point from \( \bar{I}_i \) to \( \bar{I}_j \) whereas \( R \) is the switch point from \( I_j \) to \( I_i \) (Figure 1).

\( N \) defines the number of points where the domain of \( \bar{A} \) has been discretized. It is assumed that \( (w_i)_i=1^N \) are increasingly ordered [9].

In addition, we denote \( C_L(L) = C_L \) and \( C_R(R) = C_R \) as the minimum and maximum centroids, respectively.

\[ C_L(k) = \frac{\sum_{i=1}^{k} \bar{w}_i I_i + \sum_{i=k+1}^{N} \bar{w}_i \bar{I}_i}{\sum_{i=1}^{k} I_i + \sum_{i=k+1}^{N} \bar{I}_i} \]

\[ C_R(k) = \frac{\sum_{i=k}^{k} \bar{w}_i I_i + \sum_{i=k+1}^{N} \bar{w}_i \bar{I}_i}{\sum_{i=k}^{k} I_i + \sum_{i=k+1}^{N} \bar{I}_i} \]

Figure 1. Definition of L and R in type-2 fuzzy set

Since \( L \) and \( R \) are unknown, an iterative algorithm that tries out the different values of \( C_L \) and \( C_R \) has to be done.

**K-M Recursive Algorithm**

Karnik and Mendel designed an algorithm that finds the switch points and centroids [7], called the KM algorithm. This algorithm was then improved by Wu and Mendel, called the EKM algorithm [8], and is shown here:

**EKM Algorithm (Mendel & Wu)**

1. Order the weights \( w_{o.i} \) in ascending order, and associate each inferred rule \( I_i \) with its corresponding weight.
2. Set \( k = [n/2.4] \) (closest integer ton/2.4) and compute

\[ a = \sum_{i=1}^{k} I_i \omega_i + \sum_{i=k+1}^{N} I_i \omega_i \]

\[ b = \sum_{i=1}^{k} \bar{I}_i + \sum_{i=k+1}^{N} I_i \]

\[ y = \frac{a}{b} \]

1. Find \( k' \) such that \( \omega_{k'} \leq y \leq \omega_{k'+1} \)
2. If \( k' = k \) stop the algorithm.
3. In other cases, compute

\[ s = \text{sign}(k' - k) \]

\[ a' = a + s \sum_{i=\min(k,k')}^{\max(k,k'+1)} \omega_i (\bar{I}_i - \bar{I}_j) \]

\[ b' = b + s \sum_{i=\min(k,k'+1)}^{\max(k,k'+1)} (\bar{I}_i - \bar{I}_j) \]

\[ y' = \frac{a'}{b'} \]
1. Set $y' = y$, $a = a'$, $b = b' y k = k'$. And go to step 1.

At the end, $k$ represents the value of $L$ (or $R$, in the case of $c_R$), and $y$ represents $c_L$ (or $c_R$).

**Monotonicity of the centroid functions**

In this section an alternative algorithm for the calculation of $c_L$ (and $c_R$), derived from (1), which reduces the computation times in relation to the KM and EKM algorithms generally used. In order to deduce this algorithm some propositions should be demonstrated before.

The following basic general relations can be shown,

If $b > 0$ and $d > 0$.

$$\frac{a}{b} \leq \frac{a+c}{b+d} \iff \frac{a}{b} \leq \frac{c}{d}$$

If $b > d > 0$.

$$\frac{a}{b} \leq \frac{a-c}{b-d} \iff \frac{a}{b} \geq \frac{c}{d}$$

$$\frac{a-c}{b-d} \leq \frac{a}{b} \iff \frac{c}{d} \geq \frac{a}{b}$$

This new algorithm is based on the following proposition [5].

**Proposition**

If the weights associated to $c_L(k)$ and $c_R(k)$ are in ascending order, those functions are respectively concave and convex, and the minimum (maximum) is located on $L$ (or $R$).

$$\forall k < L, c_L(k - 1) \geq c_L(k) \text{ and } \forall k \geq L, c_L(k) \leq c_L(k + 1)$$

$$\forall k < R, c_R(k - 1) \leq c_R(k) \text{ and } \forall k \geq R, c_R(k) \geq c_R(k + 1)$$

**Demonstration $c_L(k)$**

Denoting the numerator and denominator of $c_L(k)$, by $a(k)$, $b(k)$ and defining $\Delta_k = \bar{t}_k - t_k$, it can be shown that:

$$c_L(k) = \frac{a(k)}{b(k)} = \frac{a(k - 1) + \Delta_k w_k}{b(k - 1) + \Delta_k} = \frac{a(k + 1) - \Delta_{k+1} w_{k+1}}{b(k + 1) - \Delta_{k+1}}, \quad 1 < k < N$$

By definition, it is known that $b(k)$, $\Delta_k$ and $b(k) - \Delta_k$ are greater than zero.

Let’s suppose without loss of generality that $(w_i)_{i=1}^N$ are increasingly ordered. Since $c_L(k)$ reaches its minimum on $k = L$, it is known that

$$c_L(L - 1) \geq c_L(L) \leq c_L(L + 1),$$

![Figure 1. Behavior in both sides of the minimum](image-url)
It is known from the definition of the centroid that the sum’s domain is $[1, N]$, with $L$ and $R$ being within this domain. The demonstration will be done in two steps, one for $1 \leq k \leq L$, (left of $L$, Figure 2) and another for $L \leq k \leq N$ (right of $L$, Figure 2) thus ensuring that the successor is always defined within the domain described above. Using $k = L + k'$, $k' \geq 0$.

Case $k = L + k'$, with $k' \leq N - L$.

It will be shown the equivalent statement $c_L(L + k') \leq c_L(L + k' + 1)$, for $k' \leq N - L - 1$ using the mathematical induction technique over $k'$.

- When $k' = 0, c_L(L) \leq c_L(L + 1)$, because of (7), and the statement holds, shown the base case
- For the inductive step, let us suppose that for a given $k'$, we have $c_L(L + k') \leq c_L(L + k' + 1)$ and it has to be demonstrated that $c_L(L + k' + 1) \leq c_L(L + k' + 2)$.

Using the induction hypothesis and the definition of $c_L(k)$, with $k = L + k'$

$$\frac{a(k)}{b(k)} = c_L(k) \leq c_L(k + 1) = \frac{a(k + 1)}{b(k + 1)}$$

By definition of $c_L(k)$, (6),

$$\frac{a(k)}{b(k)} = \frac{a(k + 1) - \Delta_{k+1}w_{k+1}}{b(k + 1) - \Delta_{k+1}} \leq \frac{a(k + 1)}{b(k + 1)}$$

Using (5) and the fact that $w_i$ are increasingly ordered,

$$\frac{a(k + 1)}{b(k + 1)} \leq \frac{\Delta_{k+1}w_{k+1}}{\Delta_{k+1}} = w_{k+1} \leq w_{k+2} = \frac{\Delta_{k+2}w_{k+2}}{\Delta_{k+2}}$$

Then, using (2) and (6),

$$\frac{a(k + 1)}{b(k + 1)} \leq \frac{a(k + 1) + \Delta_{k+2}w_{k+2}}{b(k + 1) + \Delta_{k+2}} = \frac{a(k + 2)}{b(k + 2)}$$

Thus, $c_L(k + 1) \leq c_L(k + 2)$.

Case $k = L - k'$, with $k' \leq L - 1$.

In the same way using the mathematical induction technique over $k'$, it will be shown that:

$c_L(L - k') \leq c_L(L - (k' + 1)) = c_L(L - k' - 1)$, for $k' < L - 1$

- When $k' = 0, c_L(L) \leq c_L(L - 1)$ because of (7), and the statement holds, shown the base case
- Let us suppose that for a given $k' < L - 2$, we have $c_L(L - k') \leq c_L(L - (k' + 1))$, it has to be demonstrated that $c_L(L - (k' + 1)) \leq c_L(L - (k' + 2))$.

Using the induction hypothesis and (6), with $k = L - k'$

$$c_L(k) = \frac{a(k)}{b(k)} = \frac{a(k - 1) + \Delta_k w_k}{b(k - 1) + \Delta_k} \leq \frac{a(k - 1)}{b(k - 1)}$$

After (3) and the fact that $w_i$ are increasingly ordered,

$$\frac{\Delta_{k-1}w_{k-1}}{\Delta_{k-1}} = w_{k-1} \leq w_k = \frac{\Delta_k w_k}{\Delta_k} \leq \frac{a(k - 1)}{b(k - 1)}$$

Using (4) and (6),

$$\frac{a(k - 1)}{b(k - 1)} \leq \frac{a(k - 1) - \Delta_{k-1}w_{k-1}}{b(k - 1) - \Delta_{k-1}} = \frac{a(k - 2)}{b(k - 2)}$$

Thus, $c_L(k - 1) \leq c_L(k - 2)$
\[
\Rightarrow c_L(L - k' - 1) \leq c_L(L - k' - 2)
\]

**Demonstration for** \(c_p(k)\)

In a similar way, denoting, \(c_p(k) = \frac{a(k)}{b(k)}\) and \(\Delta_k\) defined previously it can be written that:

\[
c_r(k) = \frac{\overline{a}(k)}{b(k)} = \frac{a(k) - \Delta_k \overline{w}_k}{b(k) - \Delta_k}
\]

And

\[
c_p(k) = \frac{\overline{a}(k + 1) + \Delta_k \overline{w}_{k+1}}{b(k + 1) + \Delta_k}
\]

Using this formula, and a procedure similar to the one used above, the demonstration for \(c_p(k)\) holds.

**Simplification of the Decision Criterion**

Based on the property shown above, the relationship between \(y\) and \(y'\) used on the Mendel & Wu’s algorithm can be replaced by \(D = s \cdot (b \cdot \omega_k - a) > 0\) when \(y\) and \(y'\) are given by successive values of \(k\), without having to compute \(y\) (the division is not needed). To do that, it should be demonstrated that

\[
s \cdot \frac{a(k - 1)}{b(k - 1)} \leq s \cdot \frac{a(k)}{b(k)} \iff s \cdot (b(k) \cdot \omega_k - a(k)) \geq 0
\]

Where \(s\) is the sign function

\[
s = \begin{cases} 
  1 & \text{if } k > L \text{ or } k < R \\
  -1 & \text{if } k < L \text{ or } k > R 
\end{cases}
\]

**Demonstration**

**Case** \(L < k \leq N\)

\[
\frac{a(k - 1)}{b(k - 1)} \leq \frac{a(k)}{b(k)}
\]

Using (6):

\[
\frac{a(k - 1)}{b(k - 1)} = \frac{a(k) - \Delta_k \overline{w}_k}{b(k) - \Delta_k} \leq \frac{a(k)}{b(k)}
\]

Using (5):

\[
\frac{a(k)}{b(k)} \leq \frac{\Delta_k \overline{w}_k}{\Delta_k} = w_k \iff 0 \leq b(k) \overline{w}_k - a(k)
\]

**Case** \(0 < k \leq L\)

\[
\frac{a(k - 1)}{b(k - 1)} \geq \frac{a(k)}{b(k)}
\]

Using (6):

\[
\frac{a(k - 1)}{b(k - 1)} = \frac{a(k) - \Delta_k \overline{w}_k}{b(k) - \Delta_k} \geq \frac{a(k)}{b(k)}
\]

Using (4)

\[
\frac{a(k)}{b(k)} \geq \frac{\Delta_k \overline{w}_k}{\Delta_k} = w_k \iff 0 \geq b(k) \overline{w}_k - a(k)
\]
In a similar way, using (8), it can be proven that for: $k < R$

$$\frac{\Delta_k w_k}{\Delta_k} = w_k \leq \frac{a(k)}{b(k)} \iff b(k).w_k - a(k) \leq 0$$

And for $k > R$

$$\frac{\overline{a}(k)}{\overline{b}(k)} \leq \frac{\Delta_k w_k}{\Delta_k} = w_k \iff 0 \leq \overline{b}(k).w_k - \overline{a}(k)$$

In conclusion, it can be set that:

If $k > L$ or $k < R$

$$\frac{a(k)}{b(k-1)} \leq \frac{a(k)}{b(k)} \iff b(k).w_k - a(k) \leq 0$$

If $k < L$ or $k > R$

$$\frac{\overline{a}(k)}{\overline{b}(k)} \leq \frac{\overline{a}(k-1)}{\overline{b}(k-1)} \iff 0 \leq \overline{b}(k).w_k - \overline{a}(k)$$

Using the sign function previously defined, the criterion can be written as

$$s \cdot \frac{\overline{a}(k)}{\overline{b}(k)} \leq s \cdot \frac{\overline{a}(k-1)}{\overline{b}(k-1)} \iff 0 \leq s \cdot (\overline{b}(k).w_k - \overline{a}(k))$$

Using those properties, the new algorithm can be written.

**Alternative Karnik-Mendel Algorithm**

The general idea behind the algorithm is as follows: an initial approximation is found the same way that it is found when using the EKM algorithm, then a direction (sign) is arbitrarily chosen, and the difference between the initial approximation and the next step is computed. If the direction chosen is the correct one, then the algorithm continues until the minimum (maximum) is found. If the direction chosen is not the correct one, then the sign changes and the algorithm continues until the optimum is found.

Alternative Karnik-Mendel Algorithm

Sort the weights $\omega_i$ in ascending order, and associate each inferred rule $y_i$ with its corresponding weight.

1. Set $k = \lfloor n/2.4 \rfloor$ (the integer closest to $n/2.4$) and $s = -1$
2. Set:
   
   $$a = \sum_{i=1}^{k} \overline{T}_i \omega_i + \sum_{i=k+1}^{n} \underbar{T}_i \omega_i$$
   
   $$b = \sum_{i=1}^{k} \overline{T}_i + \sum_{i=k+1}^{n} \underbar{T}_i$$
   
   $$\Delta_k = (\overline{T}_k - \underbar{T}_k)$$
   
   $$D = s \cdot (b \cdot \omega_k - a)$$
3. If $D > 0$,
   
   Set $s = 1$, $k = k + 1$ and
   
   $$\Delta_k = -s \cdot (\overline{T}_k - \underbar{T}_k)$$
   
   $$D = s \cdot (b \cdot \omega_k - a)$$
4. While $D \leq 0$
   
   $$a \leftarrow a + \Delta \cdot \omega_k$$
   
   $$b \leftarrow b + \Delta$$
\[ k \leftarrow k + s \]
\[ \Delta_k = -s \cdot (I_k - \bar{I}_k) \]
\[ D = s \cdot (b \cdot \omega_k - a) \]

At the end of the algorithm, \( c_k \) will be given by \( a/b \), and \( D \) will be if \( \bar{I}_k \) has a value of \(-1\), or \( 1 \) if \( \bar{I}_k \) has a value of \( 1 \).

Type-reduction algorithm comparison: In this section, a runtime comparison between the different type-reduction algorithms is done. These algorithms were run in a Dell Inspiron 5759, with Windows 10 64-bit, 12 GB of RAM, and an Intel Core i5-6200U 2.3GHz processor. In the table, a comparison of the average times (in nanoseconds) is shown. This was obtained from doing 1000 iterations for each rule size N.

Table 1. Average runtime comparison between the different type-reduction algorithms

<table>
<thead>
<tr>
<th>Number of rules (N)</th>
<th>KM</th>
<th>EKM</th>
<th>Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1468.07</td>
<td>1085.79</td>
<td>572.42</td>
</tr>
<tr>
<td>50</td>
<td>3054.93</td>
<td>2056.28</td>
<td>1053.18</td>
</tr>
<tr>
<td>100</td>
<td>5616.22</td>
<td>3452.85</td>
<td>1823.83</td>
</tr>
<tr>
<td>200</td>
<td>10492.68</td>
<td>6969.95</td>
<td>3122.6</td>
</tr>
<tr>
<td>500</td>
<td>23895.21</td>
<td>13852.94</td>
<td>7878.92</td>
</tr>
<tr>
<td>1000</td>
<td>42555.92</td>
<td>22869.43</td>
<td>17169.84</td>
</tr>
</tbody>
</table>

Figure 2. Runtime comparison between the type-reduction algorithms

The alternative algorithm reduces computational times considerably for small rule sets. As the number of rules increases, the alternative algorithm shows similar times to the EKM algorithm, and regression can show that eventually the EKM will be faster than the alternative algorithm (when the number of rules is larger than approximately 1,500). This is because the computational overhead caused by the division in the EKM algorithm eventually becomes lower than the computational overhead caused by doing an extremely large number of conditionals (ifs). Despite this, the biggest number of rules that Wu and Mendel propose is about 100, when calculating the centroid and variance of an IT2 fuzzy system [8].

Conclusion

The monotonic property of the centroids has been established. This property has been used to simplify the stop criterion in the EKM and develop an algorithm for finding the centroid of a type-2 FS that is faster than the previous algorithms presented in the literature. The times have been reduced to about half of the times of the EKM algorithm for small number of rules, and converge to the times of the EKM algorithm when the number of rules is close to 1,500.
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